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Small Angle X-ray Scattering (SAXS), X-ray Powder Diffraction (XRD), and Pair 
Distribution Function (PDF) Analysis provide crucial insights into material 
structures across various scales, from atomic arrangements to nanoscale features, 
enabling researchers to develop and optimise materials for diverse applications.
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Small Angle X-ray Scattering (SAXS)
Small Angle Scattering is a powerful technique 

for investigating nanoscale structural 
features in materials, typically ranging from 1 
nm to 400 nm. In metals, SAS is invaluable 
for examining larger-scale structures such as 
pores, voids, precipitates, and second-phase 
particles that significantly influence 
mechanical properties. By analyzing X-ray or 
neutron scattering at small angles, SAS 
provides critical information about the size, 
shape, and distribution of these 
inhomogeneities within the material.

This insight is crucial for understanding 
phenomena like strengthening mechanisms, 
corrosion resistance, and overall material 
performance in metals.

The 2D area detector is used to collect the angle-resolved
SAXS signal that is elastically scattered (that is, without any
change in wavelength) by the sample. Standard calibrants
should be measured each time the setup is changed, including
silver behenate26 to determine the sample-to-detector distance,
and glassy carbon27 or water28 to determine the absolute
intensity.
2.1. Data Reduction
Once the scattering signal is collected on the 2D detector, a
series of standard 2D data correction procedures may be
performed, depending on the type of detector used. These
include dark current subtraction, image distortion and linearity
correction, and flat field correction. Next, the position of each
pixel on the SAXS image is converted into the scattering angle
2θ or the scattering vector q (its modulus is q = 4π sin(θ)/λ,
where λ is the wavelength of the X-ray) with the choice of an
appropriate coordinate system. This conversion is accom-
plished using experimental parameters that include the sample-
to-detector distance (often abbreviated SDD) and the pixel size
of the detector. For an image that is isotropic along the
azimuthal direction, polar coordinates are typically used. This is
applicable to the majority of nanoparticle systems in solution,
as they are typically randomly oriented and therefore have
isotropic scatterings (Figure 1). The 2D images are then
azimuthally averaged to give a one-dimensional (1D) scattering
curve. When the image is no longer isotropic along the
azimuthal direction, it may be represented in other coordina-
tion systems such as Cartesian3 or ellipsoidal polar,29

depending on the orientation of the nanostructures. Linecuts
of the data may then be taken to yield 1D scattering curves.
Additional details of this procedure are found in a recent
review.30

2.2. Background Subtraction
In a typical SAXS experiment, the count value on a pixel of the
2D detector, J, or the 1D averaged data is typically normalized
by the value of the second beam monitor, m2, located
downstream of the sample

≡J
m

I
2 (1)

where counts on both detectors are collected for a given
exposure time. The data I contains a background signal that
originates primarily from air, the beamline optics including the
X-ray windows, and the sample cell. This contribution can be
removed by subtracting the scattering intensity of the empty

container, Icell, from that of the sample in the same container,
Isample/cell.

= −I I Isample sample/cell cell (2)

When particles are dispersed in a solvent, the scattering
contribution from the particles can be obtained as

ϕ= −I I Iparticle particle/solv solv solv (3)

where ϕsolv is the volume fraction of solvent. Iparticle/solv and Isolv
are the scattering intensities, corrected for the empty cell
scattering, of solution and solvent, respectively. For a dilute
solution, ϕsolv is assumed to be 1, and thus

= −I I Iparticle particle/solv/cell solv/cell (4)

One typical example of background subtraction for solution
SAXS is displayed in Figure 2.

2.3. Absolute Intensity Calibration
The units of I are arbitrary, but it is a quantity proportional to
the number of X-ray photons arriving at a particular pixel of the
2D detector. It is therefore possible to convert I into absolute
intensity units with the help of a known absolute intensity
calibration sample such as a glassy carbon27 or water.28 When
the background subtracted intensity I for a standard sample
with thickness dS at a given scattering angle is IS, and its
precalibrated absolute intensity is Σ

Ω
d
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, the intensity of a sample
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where d is the thickness of the sample. Equation 5 makes use of
the value of the first monitor located upstream of the sample,
m1. Here, m1S is the monitor value obtained when the standard
sample is measured. The differential cross section Σ

Ω
d
d

is given in

units of cm−1. When it is not necessary to describe scattering
intensity in absolute units, we will use I(q) instead of Σ

Ω q( )d
d

.
There is significant benefit in determining the absolute

scattering intensity of nanoparticle systems. For example, the
concentration of nanoparticles can be obtained, which can then
be used for a variety of experiments. This can include
determining molar extinction coefficients, the porosity of a
sample, or the fraction of precursor reactants that are reduced

Figure 1. Schematic for the optical components of the 12ID-B SAXS
beamline at the Advanced Photon Source (APS).

Figure 2. SAXS data of 10 mg/mL apoferritin on an absolute intensity
scale. Apoferritin is a protein cage with a diameter of 12 nm.
Apoferritin in buffer in a quartz capillary (red), buffer in the same
quartz capillary (green), and background subtracted data (blue).
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Small Angle X-ray Scattering (SAXS)

Size Range
SAS examines structures from 1 nm to 400 nm

Key Features
Detects pores, voids, precipitates, and second-phase particles

Applications
Analyzes strengthening mechanisms and corrosion resistance

Importance
Provides insights into material performance and properties

determine the hydrogen distribution, and thus complementary
SANS techniques were employed.123

Strasser’s group monitored the dealloying of alloyed
nanoparticles. For example, the electrochemical transformation
of alloyed Pt25Cu75 into core−shell structures was examined
with ASAXS.124 They further determined the lattice parameter
of the shell using anomalous diffraction (AXRD)125 and
concluded that the compressed lattice parameter of Pt due to
the PtCu core is caused by the lattice mismatch between core
and shell. This result was able to explain the significant
improvement in the electrocatalytic activity of the Pt.

3.3. Structure Factor Analysis

While SAXS form factor analysis provides a wealth of
information at the single particle level, the structure factor
allows one to determine the organization of particle systems.
This can range from disordered networks that are primarily
characterized by an average distance between particles to
crystalline systems with structure factors that are equivalent to
those in atomic diffraction.
It is important to understand the differences between various

methods used to calculate the structure factor. For example,
Figure 13 compares the structure factor of a model system
calculated using two methods. S(q) may be directly calculated
using eq 15 (black broken line). Alternatively, one may use a
procedure more akin to experimental methods, by first
calculating I(q) and P(q), and then determining S(q) (recall
S(q) = I(q)/P(q), red solid line). The difference between the
two curves arises from the difficulty in decoupling P(q) and
S(q) when particles are not monodisperse spheres (see section
3.1). The discussion in sections 3.3.1 and 3.3.2 makes the
assumption that there is no difficulty in decoupling form and
structure factors, even though particles may not necessarily be
monodisperse spheres. In sections 3.3.4−3.3.6, the structure

factor will be redefined to account for this additional
complexity.

3.3.1. Pair Distribution Function. When a set of particles
generate isotropic scattering, regardless if they are distributed
homogeneously in solution or assembled into a nanoparticle
superlattice, one may assume that the system is randomly
oriented in all three dimensions. This situation is equivalent to
powder diffraction. The isotropic structure factor S(q) of such a
system is related to its radial distribution function or pair
distribution function g(r) as

∫ π= + −S q n g r r
qr

qr
r( ) 1 ( ( ) 1)(4 )

sin( )
dp

2

(40)

Figure 12. (a) TEM image of as-synthesized Fe2O3 nanoparticles. (b) Experimental and simulated SAXS spectra of Fe2O3 nanoparticles dispersed in
toluene. (a, b) Reprinted from ref 120. Copyright 2013 American Chemical Society. (c) ASAXS of Fe3O4 (core)−γ-Mn2O3 (shell) nanoparticles
measured at both Fe and Mn K-edges. (d) STEM with EELS Fe (red) and Mn (green) elemental mapping for Fe3O4 (core)−γ-Mn2O3 (shell)
nanoparticles. (c, d) Reprinted from ref 121. Copyright 2013 American Chemical Society.

Figure 13. Structure factors may be calculated using two methods,
using eq 15 (broken black line) or using an “experimental” method;
see text. The model system consists of 1000 spherical particles with
mean radius of 5 nm and 10% polydispersity packed into a face-
centered-cubic (fcc) lattice with a lattice constant of 20 nm.
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Small Angle X-ray Scattering (SAXS)

SAS examines structures from 1 nm to 400 nm

Detects pores, voids, precipitates, and second-phase particles

Applications
Analyzes strengthening mechanisms and corrosion resistance

Importance
Provides insights into material performance and properties
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Figures  

 

Fig. 1: XRD after SPS of as-milled powders and cast alloy. 

 

Fig. 2: Back scattered electron (BSE) SEM images for (a) and (b) CoNiFeCrAl, (c) 

FeCrNiAlCo and (d) AlNiCoCrFe. 
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X-ray Powder Diffraction (XRD)

X-ray Powder Diffraction is a fundamental technique 
for determining the crystalline structure of 
materials. When X-rays are directed at a 
powdered metal sample, they are diffracted by the 
regular arrangement of atoms in the crystal lattice. 
By measuring the angles and intensities of these 
diffracted beams, XRD reveals information about 
lattice parameters, identifies different crystalline 
phases, and determines the crystallographic 
orientation of grains within the metal.

This technique is essential for phase identification in 
metal alloys and for understanding how the 
crystalline structure affects properties such as 
strength, ductility, and electrical conductivity.

The 2D area detector is used to collect the angle-resolved
SAXS signal that is elastically scattered (that is, without any
change in wavelength) by the sample. Standard calibrants
should be measured each time the setup is changed, including
silver behenate26 to determine the sample-to-detector distance,
and glassy carbon27 or water28 to determine the absolute
intensity.
2.1. Data Reduction
Once the scattering signal is collected on the 2D detector, a
series of standard 2D data correction procedures may be
performed, depending on the type of detector used. These
include dark current subtraction, image distortion and linearity
correction, and flat field correction. Next, the position of each
pixel on the SAXS image is converted into the scattering angle
2θ or the scattering vector q (its modulus is q = 4π sin(θ)/λ,
where λ is the wavelength of the X-ray) with the choice of an
appropriate coordinate system. This conversion is accom-
plished using experimental parameters that include the sample-
to-detector distance (often abbreviated SDD) and the pixel size
of the detector. For an image that is isotropic along the
azimuthal direction, polar coordinates are typically used. This is
applicable to the majority of nanoparticle systems in solution,
as they are typically randomly oriented and therefore have
isotropic scatterings (Figure 1). The 2D images are then
azimuthally averaged to give a one-dimensional (1D) scattering
curve. When the image is no longer isotropic along the
azimuthal direction, it may be represented in other coordina-
tion systems such as Cartesian3 or ellipsoidal polar,29

depending on the orientation of the nanostructures. Linecuts
of the data may then be taken to yield 1D scattering curves.
Additional details of this procedure are found in a recent
review.30

2.2. Background Subtraction
In a typical SAXS experiment, the count value on a pixel of the
2D detector, J, or the 1D averaged data is typically normalized
by the value of the second beam monitor, m2, located
downstream of the sample

≡J
m

I
2 (1)

where counts on both detectors are collected for a given
exposure time. The data I contains a background signal that
originates primarily from air, the beamline optics including the
X-ray windows, and the sample cell. This contribution can be
removed by subtracting the scattering intensity of the empty

container, Icell, from that of the sample in the same container,
Isample/cell.

= −I I Isample sample/cell cell (2)

When particles are dispersed in a solvent, the scattering
contribution from the particles can be obtained as

ϕ= −I I Iparticle particle/solv solv solv (3)

where ϕsolv is the volume fraction of solvent. Iparticle/solv and Isolv
are the scattering intensities, corrected for the empty cell
scattering, of solution and solvent, respectively. For a dilute
solution, ϕsolv is assumed to be 1, and thus

= −I I Iparticle particle/solv/cell solv/cell (4)

One typical example of background subtraction for solution
SAXS is displayed in Figure 2.

2.3. Absolute Intensity Calibration
The units of I are arbitrary, but it is a quantity proportional to
the number of X-ray photons arriving at a particular pixel of the
2D detector. It is therefore possible to convert I into absolute
intensity units with the help of a known absolute intensity
calibration sample such as a glassy carbon27 or water.28 When
the background subtracted intensity I for a standard sample
with thickness dS at a given scattering angle is IS, and its
precalibrated absolute intensity is Σ

Ω
d
d S

, the intensity of a sample

in absolute units, Σ
Ω

d
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is then
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where d is the thickness of the sample. Equation 5 makes use of
the value of the first monitor located upstream of the sample,
m1. Here, m1S is the monitor value obtained when the standard
sample is measured. The differential cross section Σ

Ω
d
d

is given in

units of cm−1. When it is not necessary to describe scattering
intensity in absolute units, we will use I(q) instead of Σ

Ω q( )d
d

.
There is significant benefit in determining the absolute

scattering intensity of nanoparticle systems. For example, the
concentration of nanoparticles can be obtained, which can then
be used for a variety of experiments. This can include
determining molar extinction coefficients, the porosity of a
sample, or the fraction of precursor reactants that are reduced

Figure 1. Schematic for the optical components of the 12ID-B SAXS
beamline at the Advanced Photon Source (APS).

Figure 2. SAXS data of 10 mg/mL apoferritin on an absolute intensity
scale. Apoferritin is a protein cage with a diameter of 12 nm.
Apoferritin in buffer in a quartz capillary (red), buffer in the same
quartz capillary (green), and background subtracted data (blue).
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X-ray Powder Diffraction (XRD)

Z. Dai et al., Materials Science & Engineering R 143 (2021) 100590

Materials Science & Engineering A 872 (2023) 144946

5

quantify, for the first time, such low fraction phases (L12 FCC and α 
phases) is related to the high signal-to-noise ratio enabled by high en-
ergy synchrotron X-ray diffraction. It should be noted the lattice pa-
rameters of the α phase present in the eutectic alloy are similar to those 

reported for a related phase that can form in equiatomic CoCrFeMnNi 
high entropy alloy [91]. 

To further understand the initial as-cast material texture, the pole 
figures of the FCC and B2 BCC phases are given in Fig. 4. From Fig. 4 a), 
it can be seen that for the FCC phase, it has a preferential orientation of 
[111]//Z, although the texture is weak. For the B2 BCC phase (refer to 
Fig. 4 b)), there are preferential orientations for [110]//Z and [111]//X, 
but the textures are also weak. Based on the numerical information of 
the texture intensity for both FCC and B2 BCC phases, it can be said that 
the initial as-cast material before tensile deformation has no strong 
texture, and this can be described as a near-random texture. Indeed, the 
studied material did not undergo a thermomechanical treatment (e.g., 
rolling or rolling → heat treatment) and did not present significant 
texture as the material used in this work was removed from the centre of 
the ingot where the solidification conditions do not induce such a strong 
microstructure orientation, as it occurs near the cast walls, for example. 
Since the analyzed material was not rotated during tensile loading, it is 
not possible to quantitatively infer on the texture variation during ten-
sile deformation, which is also outside the scope of our current research 
work. Here, it should be mentioned that X, Y and Z directions correspond 
to the loading direction, transverse direction (perpendicular to the 
loading direction) as well as the beam path direction, respectively (refer 
to Fig. 1). 

3.2. Macroscopic mechanical behavior, stress partitioning, and 
dislocation density evolution 

Fig. 5 details the engineering and true stress-strain curves (black and 
red lines, respectively), as well as the strain-hardening rate response 

Fig. 2. Optical microscope images of as-cast AlCoCrFeNi2.1 eutectic high entropy alloy: a) before tensile loading; b) after fracture. The inserts detail a close-up view 
of the lamellar structure. 

Fig. 3. Superimposition of the diffraction patterns obtained after integration of 
the Debye-Scherrer rings along the full azimuthal angle. * Marks the super-
lattice reflection of (1 0 0) L12 FCC phase. 
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Universal Testing Machine with a maximum load capacity of 20 kN. A 
high energy beam of 87 keV (corresponding to a wavelength of 0.14235 
Å) was used. This energy allowed to work in transmission mode and 
capture bulk microstructure information. The beam size was 700 → 700 
αm2. The material was loaded to predefined strains to analyze both the 
elastic and plastic behaviors of the eutectic alloy. A PerkinElmer 2D 
detector with a pixel size of 200 → 200 αm2 was used to capture the 2D 
raw Debbye-Scherrer rings at different stress/strain levels. The exposure 
time for each loading step was of 0.2 s and 10 images (including dark 
images for background subtraction) were obtained. The recorded dark 
images are subtracted from each image to significantly reduce any re-
siduals coming from previous exposure. Prior to the in-situ testing, LaB6 
was used to determine the peak broadening associated with the beam-
line and its optics, as well as to determine the sample-to-detector dis-
tance (which was calculated to be 1226 mm). 

To understand the orientation dependence of the microstructure 
evolution during tensile testing, the diffraction rings were caked into 24 
parts, each corresponding to an azimuthal angle of 15↑. According to the 
laboratorial reference (refer to Fig. 1), the azimuthal angle range from 
82.5 to 97.5↑ was used to determine the microstructural evolution along 
the loading direction (LD), whereas the azimuthal range between ↓7.5 
and 7.5↑ corresponded to the transverse direction (TD), i.e., perpen-
dicular to the tensile loading axis. The caking procedure was performed 
using Fit2D software [56,57]. By integrating along specified azimuthal 
ranges, the two-dimensional Debye-Scherrer rings can be converted into 
a conventional one-dimensional intensity vs 2β diffraction patterns. 
During tensile loading, no rotation of the sample was imposed, since the 
quantitative evolution of texture was outside the scope of this work. 

The lattice strain and orientation-dependent elastic modulus for 
different (h k l) planes, as well as the dislocation density evolution and 
phase stress partitioning, were calculated as further detailed below. A 
pseudo-Voigt function was used for single peak fitting to determine key 
peak parameters such as peak position, peak intensity, and Full Width at 
Half Maximum (FWHM) using the General Structure Analysis System 
(GSASII) software [58]. In addition to this, the Material Analysis Using 
Diffraction (MAUD) [59,60] software was used to determine the volume 
fraction of existing phases via Rietveld refinement as well as for phase 
identification. The implemented Rietveld refinement routine used the 
Cagliott PV model consider the instrumental broadening [61], while for 
the anisotropic broadening the Popa model was used [62]. The extended 
Williams-Imhof-Matthies-Vinel (E-WIMV) algorithm [63] was used as 
the texture model. Finally, the material stress state was also considered 

by the implementation of a triaxial elastic stress model [59,64]. From 
the Rietveld refinement, the lattice parameters of the existing phases 
within the as-cast eutectic AlCoCrFeNi2.1 high entropy alloy were also 
determined. LaB6 powder was used as a defect-free standard specimen 
for calibration of the instrumental parameters. 

Below we define how several microstructural features of interest 
were determined. 

2.2.1. Lattice strain calculation 
To study the evolution of the lattice strain during tensile loading 

along the LD and TD, individual reflections of the existing phases are 
fitted and the d-spacing at each loading step was obtained. Then, the 
lattice strain for a given (h k l) plane, γhkl, can be calculated according to 
Eq. (1) [65]: 

Dhkl ↔
dhkl ↓ d0

dhkl

)
x106[ (1)  

where (h k l) refers to a specific lattice plane, d0 is the reference d- 
spacing before loading, neglecting any initial internal stresses [66], and 
dhkl is the d-spacing determined at different stress/strain levels. The d0 
and dhkl values can be obtained directly from the individual peak fitting 
procedure. 

2.2.2. Phase stress calculation 
To understand the mechanical behavior of the as-cast AlCoCrFeNi2.1 

eutectic high entropy alloy, the (3 1 1) FCC and (2 1 1) B2 BCC planes 
were chosen as the representative crystallographic planes to calculate 
the phase stress evolution. The (3 1 1) plane for an FCC structure and the 
(2 1 1) plane for a BCC structure are known to be the least affected by 
intergranular stresses (since grains with different orientations are sub-
jected to different stress states), thus enabling the reliable calculation of 
the stress partitioning during tensile testing [67–69]. This has been 
demonstrated by numerical simulations as detailed in [70]. Based on the 
lattice strain evolution, the distribution of the applied load between both 
phases during deformation can be approximated. Thus, the Von Mises 
stress (“vm) is employed to quantify the phase stress partitioning during 
tensile deformation [68,69]. α11 and α22 are defined as below. 

α11 ↔
Е

1 ↗ GD11 ↗
GЕ

↘1 ↗ G≃↘1 ↓ 2G≃ ↘D11 ↗ D22 ↗ D33≃ (2)  

α22 ↔ α33 ↔ Е
1 ↗ GD22 ↗

GЕ
↘1 ↗ G≃↘1 ↓ 2G≃ ↘D11 ↗ D22 ↗ D33≃ (3)  

G↔ ↓ Dtransverse

Dlongitudianl
(4) 

Here, γ11 is the lattice strain along the LD (obtained from the 
azimuthal range from 82.5 to 97.5↑), γ22 is the lattice strain in the TD 
(obtained from the azimuthal range from ↓7.5↑ to 7.5↑). γ33 is assumed 
to equal to γ22 [69,71]; ” is the Poisson ratio, which is known to vary 
within 0.35 and 0.39 for the as-cast AlCoCrFeNi2.1 high entropy alloy 
studied in this work [37]; E is the orientation-dependent Young’s 
modulus for a specific (h k l) plane, which can be obtained by fitting the 
evolution of the lattice strain during elastic deformation; “11 is the 
principal stress in the loading direction, “22 and “33 are the principal 
stresses in the other two perpendicular directions. It is worth noting that, 
since the transverse stress (“22) is significantly smaller than the “11 
longitudinal stresses (with the sample applying for the “33 stress, due to 
the reduced thickness of the material [72]), it is assumed here that “22 ↔
“33 ⇐ 0 [68,73]. 

Next, the rule-of-mixtures (ROM) [74,75] was used to evaluate the 
strengthening effect of the B2 BCC phase as a function of different vol-
ume fraction contents.  

“ ↔ ” B2 BCC → “B2 BCC ↗ (1- V B2 BCC) → “FCC                                 (5) 

Fig. 1. High-energy in-situ synchrotron XRD experimental set-up. The Debbye- 
Scherrer rings shown in the image correspond to the analyzed sample. 

J. Shen et al.                                                                                                                                                                                                                                     
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Pair Distribution Function (PDF) Analysis

Pair Distribution Function analysis provides insights into the local atomic arrangements within a material, regardless 
of whether it is crystalline or amorphous. PDF analysis measures the probability of finding pairs of atoms at various 
distances, revealing detailed information about bond lengths and coordination numbers. This technique is 
particularly useful for studying materials lacking long-range order, such as amorphous metals or nanocrystalline 
materials, where traditional diffraction methods may not provide sufficient information about the local structure.

PDF analysis can uncover subtle structural features like local distortions, clustering, or the presence of short-range 
order that significantly impact material properties.

Crystalline Materials

PDF analysis complements 
traditional diffraction methods by 
providing detailed local structure 
information

Amorphous Materials

Reveals short-range order and 
local atomic arrangements in 
materials lacking long-range 
crystalline order

Nanocrystalline Materials

Uncovers structural features and 
distortions at the nanoscale, 
crucial for understanding 
material properties
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Pair Distribution Function (PDF) Analysis

The 2D area detector is used to collect the angle-resolved
SAXS signal that is elastically scattered (that is, without any
change in wavelength) by the sample. Standard calibrants
should be measured each time the setup is changed, including
silver behenate26 to determine the sample-to-detector distance,
and glassy carbon27 or water28 to determine the absolute
intensity.
2.1. Data Reduction
Once the scattering signal is collected on the 2D detector, a
series of standard 2D data correction procedures may be
performed, depending on the type of detector used. These
include dark current subtraction, image distortion and linearity
correction, and flat field correction. Next, the position of each
pixel on the SAXS image is converted into the scattering angle
2θ or the scattering vector q (its modulus is q = 4π sin(θ)/λ,
where λ is the wavelength of the X-ray) with the choice of an
appropriate coordinate system. This conversion is accom-
plished using experimental parameters that include the sample-
to-detector distance (often abbreviated SDD) and the pixel size
of the detector. For an image that is isotropic along the
azimuthal direction, polar coordinates are typically used. This is
applicable to the majority of nanoparticle systems in solution,
as they are typically randomly oriented and therefore have
isotropic scatterings (Figure 1). The 2D images are then
azimuthally averaged to give a one-dimensional (1D) scattering
curve. When the image is no longer isotropic along the
azimuthal direction, it may be represented in other coordina-
tion systems such as Cartesian3 or ellipsoidal polar,29

depending on the orientation of the nanostructures. Linecuts
of the data may then be taken to yield 1D scattering curves.
Additional details of this procedure are found in a recent
review.30

2.2. Background Subtraction
In a typical SAXS experiment, the count value on a pixel of the
2D detector, J, or the 1D averaged data is typically normalized
by the value of the second beam monitor, m2, located
downstream of the sample

≡J
m

I
2 (1)

where counts on both detectors are collected for a given
exposure time. The data I contains a background signal that
originates primarily from air, the beamline optics including the
X-ray windows, and the sample cell. This contribution can be
removed by subtracting the scattering intensity of the empty

container, Icell, from that of the sample in the same container,
Isample/cell.

= −I I Isample sample/cell cell (2)

When particles are dispersed in a solvent, the scattering
contribution from the particles can be obtained as

ϕ= −I I Iparticle particle/solv solv solv (3)

where ϕsolv is the volume fraction of solvent. Iparticle/solv and Isolv
are the scattering intensities, corrected for the empty cell
scattering, of solution and solvent, respectively. For a dilute
solution, ϕsolv is assumed to be 1, and thus

= −I I Iparticle particle/solv/cell solv/cell (4)

One typical example of background subtraction for solution
SAXS is displayed in Figure 2.

2.3. Absolute Intensity Calibration
The units of I are arbitrary, but it is a quantity proportional to
the number of X-ray photons arriving at a particular pixel of the
2D detector. It is therefore possible to convert I into absolute
intensity units with the help of a known absolute intensity
calibration sample such as a glassy carbon27 or water.28 When
the background subtracted intensity I for a standard sample
with thickness dS at a given scattering angle is IS, and its
precalibrated absolute intensity is Σ

Ω
d
d S

, the intensity of a sample

in absolute units, Σ
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d
d

is then
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d
d

( ) d
d

( )

S

S 1S
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where d is the thickness of the sample. Equation 5 makes use of
the value of the first monitor located upstream of the sample,
m1. Here, m1S is the monitor value obtained when the standard
sample is measured. The differential cross section Σ

Ω
d
d

is given in

units of cm−1. When it is not necessary to describe scattering
intensity in absolute units, we will use I(q) instead of Σ

Ω q( )d
d

.
There is significant benefit in determining the absolute

scattering intensity of nanoparticle systems. For example, the
concentration of nanoparticles can be obtained, which can then
be used for a variety of experiments. This can include
determining molar extinction coefficients, the porosity of a
sample, or the fraction of precursor reactants that are reduced

Figure 1. Schematic for the optical components of the 12ID-B SAXS
beamline at the Advanced Photon Source (APS).

Figure 2. SAXS data of 10 mg/mL apoferritin on an absolute intensity
scale. Apoferritin is a protein cage with a diameter of 12 nm.
Apoferritin in buffer in a quartz capillary (red), buffer in the same
quartz capillary (green), and background subtracted data (blue).

Chemical Reviews Review
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mixture of different pairs whose specific contributions are
impossible to unambiguously deconvolute. Thus, the fit only
encodes the total signal but not the specific contributions.
More specialized use cases also exist, such as the identification
of topological features as was demonstrated for the
coordination topology of amorphous zeolitic imidazolate
frameworks in comparison to models of vitreous SiO2 by
simply stretching the reference SiO2 PDF.
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In certain cases, the target is to identify or compare
unknown, often amorphous or impurity phases, mixed within a
known phase. If a suitable structure model is known, this
component can also be modeled by fitting to the high-r region
of the PDF, then fixing the fit parameters, calculating over the
whole range, and subtracting from the experimental signal, for
example, to isolate unknown amorphous phases present.90,526

However, care should be exercised when the short distance
behavior of the pure phase is not well characterized. The short-
range, correlated motion behavior of the pure phase should be
known to avoid misassignment of features or discrepancies in
intensities. Another approach is to subtract a measurement of
the pure known phase. If the concentration is low, the
sensitivity of these methods are much lower since the signal is
dominated by the majority structure, and therefore misfit in
fitting a model can be detrimental. If the parent phase can be
measured separately, without any significant structural
modification, then it can be possible to directly subtract
away its scattering contribution in order to isolate that from
the minority component. This analysis generally requires
longer measurement times since the statistics measured from
the minority component are much lower than from the total
sample.179

A future direction for fingerprinting and phase matching is
through large-scale data mining, allowing for a more
comprehensive search for, and identification of, potentially
useful models. This has been implemented in the PDF in the
cloud (PDFitc) project,527 for searching open source databases
and in the Crystallography Open Database (COD) and
Material Project (MP), for candidate structures.
5.2. Structure Solution

For nanocrystalline materials, crystallographic methods
focused on Bragg peak analysis are not typically viable for ab
initio structure determination. The idea of a unique structure
may not even be well-defined for poorly ordered or amorphous
materials. In these latter cases, different regions of the sample,
or different nanoparticles will have aspects that are common,
and aspects that vary from region to region or particle to
particle. The measured PDF represents an average over all the
variations, unless individual particles are studied, for example,
using tomography on aberration corrected TEM images.6

Diffraction data reveal aspects of the structure that survive the
averaging. This information can be extracted using small-box
modeling or large-box modeling methods such as reverse
Monte Carlo (RMC) or empirical potential structure refine-
ment (EPSR) that can yield distributions of possible structural
properties in the material. These methods will be discussed
later in section 6.
For crystals, which have a mostly unique structure solution,

it is often possible to determine that structure from powder
diffraction data.3,528,529 Since the PDF is the Fourier transform
of powder data, it seems plausible that it should be possible to
determine structure directly from a PDF, under favorable
circumstances. An ab initio determination of the molecular

structure has been shown to be possible from experimental
data when a sufficient number of distinct peaks are available
(i.e., the molecule is rigid with few overlapping contribu-
tions).73 This was demonstrated for the canonical case of
buckminsterfullerene C60, using a cluster buildup algorithm,
called Liga, developed for the purpose, Figure 26. The

algorithm relies on reliable extraction of atom-pair positions
from well-resolved peaks, further using the multiplicities based
on the integrated intensity in the corresponding RDF in the
elemental material (carbon), though was shown to be robust
against reduction and even loss of this information.530 It uses a
competition between candidate clusters, building promising
clusters to larger size, and reducing the size of less ideal
clusters, based on a score with respect to the list of distances
extracted from the PDF.73,530 The approach also worked well
to determine a number of inorganic crystal structures of
compounds and minerals.530 Unfortunately, for more complex,
low symmetry molecules it failed, due to an inadequacy of
information in the signal due to peak overlaps; the inverse
problem became ill posed.531 Additional information, for
example, knowing the number of unique chemical environ-
ments in the molecule, further constrains the problem and may
remove the ill conditioned nature of the problem.74 For

Figure 26. Reconstruction of C60 molecule from experimental R(r)
using the Liga algorithm. Figure reproduced with permission from ref
73. Copyright 2006 Springer Nature.
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Complementarity of Scattering Methods
The combination of SAS, XRD, and PDF analysis offers a comprehensive understanding of metal microstructures across different length 
scales and structural complexities. SAS examines nanoscale features like precipitates and voids that affect properties such as 
toughness and yield strength. XRD provides information on the average long-range crystalline order, phase composition, and 
crystallographic texture, critical for understanding deformation behaviour and phase stability. PDF Analysis delves into local atomic 
arrangements and short-range order, shedding light on phenomena like atomic-scale distortions, solute clustering, and local 
compositional variations.

Atomic Scale

PDF Analysis reveals local 
atomic arrangements and 
short-range order

Nanoscale

SAS examines features like 
precipitates and voids

Crystal Structure

XRD provides information on 
long-range crystalline order 
and phase composition

Macroscale Properties

Combined insights inform 
understanding of overall 
material properties and 
behaviour
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High Entropy Alloys (HEAs)
High entropy alloys (HEAs) are an innovative class of materials consisting of five or more elements 

mixed in near-equiatomic proportions. Unlike traditional alloys, HEAs are stabilised by high 

configurational entropy, often forming simple solid-solution phases. Current research focuses on 

understanding their microstructure, mechanical properties, and phase stability, particularly their 

ability to maintain strength and ductility at elevated temperatures. HEAs are renowned for their 

excellent mechanical properties, including high strength, hardness, and wear resistance, as well as 

good ductility and toughness.

High Strength

Excellent mechanical properties for structural 

applications

Thermal Stability

Resistance to softening at elevated 

temperatures

Corrosion Resistance

Superior resistance in harsh environments

Unique Properties

Intriguing magnetic and electrical characteristics
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HEA Research Focus

Microstructure

Understanding phase stability and 

atomic arrangements.

Mechanical Properties

Investigating strength and ductility at 

elevated temperatures.

Applications

Exploring potential uses in aerospace 

and power generation.
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Reduced-Activation Ferritic-
Martensitic (RAFM) Steels

1 Development

Designed for nuclear fusion reactors and high-temperature 
environments.

2 Alloying

Zirconium, nitrogen, and titanium promote stable 
nanoprecipitates.

3 Properties

Improved creep resistance and impact toughness at high 
temperatures.
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Within the CFB steel family one can distinguish high carbon CFB 
steels and low/medium carbon CFB steels. The high carbon CFB steels 
proposed by Caballero et al. [94] have also been called nano-bainite 
steels. The carbon content in nano-bainite steels is usually higher than 
0.7 wt.%, which not only makes these steels unweldable, but also leads 
to very slow bainite formation rates. As they have no real automotive 
applications, nano-bainite steels will not be discussed further in this 
review. However, low carbon CFB steels with a carbon content of 
0.2~0.25 wt.% are promising materials for automotive applications. 
Being an important austenite stabilizer element, Mn is present in 
low/medium carbon CFB steels at concentration levels of 1.5~2.5 wt.% 
to suppress ferrite/pearlite formation. Carbide or cementite precipita-
tion would reduce the amount of carbon available to stabilize the 
austenite, and its presence in the microstructure could also promote 
crack and void formation [95]. ~1.5 wt.% Si is usually added to further 

suppress cementite precipitation. The influence of the concentration of 
the principal alloying elements, C, Mn and Si, on the characteristics of 
the RA and the mechanical properties of representative Fe-C-Mn-Si CFB 
steels has been systematically investigated by Sugimoto et al. [91,96, 
97]. As in the case of TRIP, Q&P and medium Mn steels, Si addition is 
not good for surface coating and galvanizing behaviour and several 
studies have been performed to replace Si by Al in CFB steels [28,98]. 
The replacement of Si by Al also increases the Bs temperature and ac-
celerates the bainitic transformation rate. Mo and Cr could be added in 
smaller quantities too [90,93,99–101]. 

3.2. Starting microstructures and processing routes 

Like TRIP steels, CFB steels can be produced either from a hot-rolled 
or a cold-rolled starting condition [93,101]. Given their relatively high 

Fig. 8. The predicted phase fraction as a function of the IA temperature and a fixed IBT temperature of 400 ◦C for 4 sets of cold-rolled steels. The experimentally 
measured data is also shown for comparison. (a) Fe-0.12C-1.2Mn-1.2Si. (b) Fe-0.2C-1.2Mn-1.2Si. (c) Fe-0.3C-1.2Mn-1.2Si. (d) Fe-0.4C-1.2Mn-1.2Si. RA: retained 
austenite; αB: bainitic ferrite; α: ferrite. Modified from Refs. [54,85]. 

Fig. 9. (a) SEM and (b) TEM images of carbide-free bainitic microstructure [93]. B: bainite; M/A: martensite/austenite island; αb: bainitic ferrite; γ: austenite.  

Z. Dai et al.                                                                                                                                                                                                                                      

SAXS
Size distribution different phases & nano pores

XRD
Size & strain analysis and phase quantification

PDF
Local order of amorphous and nano-crystalline phases

Z. Dai et al., Materials Science & Engineering R 143 (2021) 100590
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CO₂ Emission Mitigation in Steel Industry

Industry Challenge

Steel production is a significant CO₂ 
emitter.

Solution

Replacing carbon with hydrogen as 

reducing agent.

Benefit

Hydrogen reduction produces water vapor 

instead of CO₂.
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Challenges in Hydrogen 
Reduction

Hydrogen Embrittlement

Reduces ductility and toughness, 
increasing risk of unexpected 
fracture.

Microstructural Alterations

Changes in phase formation and 
alloying element behavior.

Process Adaptation

Significant technological changes 
required for hydrogen-based 
reduction.

Economic Challenges

High costs associated with green 
hydrogen production and 
infrastructure modifications.

International Journal of Hydrogen Energy, Vol: 58, Pages 1214-1239 
International Journal of Hydrogen Energy, Vol. 47, Pages 32707-32731



Enhancing Material Characterisation using a 
combined ultra-high throughput examples

Integrated Analysis

Combining SAS, XRD, and PDF data for comprehensive 
understanding.

Microstructure-Property Correlation

Linking nanoscale features to macroscopic properties.

Tailored Properties

Adjusting processing conditions based on characterisation 
insights.



Enhancing Material Characterisation using a 
combined ultra-high throughput examples

Integrated Analysis

Combining SAS, XRD, and PDF data for comprehensive 
understanding.

Microstructure-Property Correlation

Linking nanoscale features to macroscopic properties.

Tailored Properties

Adjusting processing conditions based on characterisation 
insights.
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What can we do for you?

Send us 1 or 50.000 samples for:

● One time high quality reference measurements.
● Additional on demand measurement capacity.
● Regular high quality measurement capacity on top of your lab devices.
● Regular ultra-high-throughput measurement capacity independent of your in-

house infrastructure.

Test us! 5 samples for free. 
Start today: No CAPEX. No OPEX. No setup fee.
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Pricing Model

Science / Industry Projects:
Volume Purchase

Enterprise Solution:
Access Subscription

● One-time purchase
● Fits into proposals and existing 

measurement budgets
● Data are under fair-use licence for 

our reference databases, training, 
and tool development.

● Monthly payment
● Capped measurements pM
● Fits into yearly budget plans
● Data are proprietary and private 

to the enterprise. 
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OSCARS Funding
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Please start your trial now.

Write to me today and get your 5 samples 
measured for free:
bernd.hinrichsen@momentum-transfer.com

mailto:bernd.hinrichsen@momentum-transfer.com

