MAXTV

Open WebUl @ MAX IV

to find a right needle in a haystack of documentation

IT Infrastructure



Challenges of finding the MAX IV-specific information

e Information is scattered around , not well-structured.:
Elogy '

Wiki

Gitlab repos / pages

Gitlab Issues

RT Tickets

o o0 O O O O

e Hard to search for specific subject or issue

e Complex

o Software vs Hardware vs IT Infrastructure part
o Usually knowledge is scoped to expertise area




Retrieval-augmented generation (RAG)

Reference II -
d el eadin

ocuments

e Documentation ©

embeddings

Vector database

retrieve context
from relevant
documents

e No need to retrain the LLM

find relevant
documents by Context i i
comparing chunks o supplement information

embeddings e Include sources URLs in

R the responses via
z q”tehry N metadata

o human can evaluate

User query

based on:
<chunk 1>,
<chunk 2>,
<chunk 3>,

*https://en.wikipedia.org/wiki/Retrieval-augmented_generation
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“Open WebUI is an extensible, @ Notes

82 Workspace

feature-rich, and user-friendly
self-hosted Al platform designed to
operate entirely offline.

It supports various LLM runners like Ollama
and OpenAl-compatible APlIs,

, making
it a powerful Al deployment solution.™

*https://docs.openwebui.com/

Andrii Salnikov
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There is a problem with taranta filing to connect to machine database. How can |

fix it?

The issue with Taranta failing to connect to the machine database might be related to server

or pod restarts, as similar problems were resolved by restarting components. Here's how

you can address it:

1.

Restart the Taranta pod: If the connection issue is due to a cached value or service

disruption, restarting the pod might resolve it. This is similar to the fix applied in source

3, where restarting the pod fixed a value update problem.

. Check Tango Server Status: If the database connection is tied to Tango devices,

ensure the Tango server (e.g., PandaPCAP or Zyla ) is running. Restart the server via

Astor/Tango if necessary, as outlined in source 4 for Zyla or source 6 for macroserver/

pool restarts.

. Verify Database Configuration: Ensure the database credentials and connection

settings in Taranta's configuration files are correct. If the database is hosted elsewhere,

confirm network accessibility and firewall rules.

. Check Logs: Review Taranta and Tango logs (e.g., via graylog.maxiv.lu.se ) for

specific error messages related to the database connection. This can pinpoint issues

like authentication failures or service unavailability.

If these steps do not resolve the issue, consult the Taranta Kubernetes deployment

documentation for advanced troubleshoc ¢ i

Send a Message
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PoC Deployment

. K8s CronJobs:
. o fetch document
* e add metadata
o url, author, date, etc
° feed to Open WebUI

0 VOLTIUOEIUTININ o NI

g MortalGPU is K8s device
plugin for Nvidia GPUs
sharing between workloads



Going forward

e add more information sources
o experimenting with (“Tools” in -
Open WebUI) to query live data from

Graylog, Prometheus, etc

e fine-tuning of the * "
o “Include URLs to the response”

e production deployment
o dedicated resources

e more wide usage as
in KITOS/On-call
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